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Abstract: - This article is devoted to the objects of unmanned aircrafts as well as their flight control systems in 
particular. Their analysis in the light of the critical analysis of the literature on the subject of research includes 

the characteristics of unmanned objects based on the construction of a glider, discussion of their applications in 

the context of various configurations depending on the purpose and type of mission. The main goal of the work 
is to develop an algorithm for controlling the autonomous control system of a UAV object, based on a 

mathematical model that describes the unmanned aircraft mechanics with small dimensions using a 

mathematical apparatus. Additionally, for the purpose of the analysis, general subsystems included in 

unmanned aerial vehicles were listed and characterized. On the other hand, based on the created model of the 
flying object, an algorithm was developed to increase flight stability taking into account the turning maneuver. 

On the basis of the conducted research, the results obtained from simulation tests carried out in the 

Matalb/Simulink programming environment were presented. In the final part of the work, based on the 
considerations made at the beginning in the field of the subject of the research, the mathematical model created 

using mathematical analysis and the obtained research results, conclusions drawn in practical applications were 

drawn.  
 

Key-Words: - Control algorithm, autonomous flight, unmanned aerial vehicle, glider, flight control systems, 

mathematical model, programming environment  

 

1 Introduction 
For the purpose of developing reconfiguration 

algorithms based on the use of the control allocation 

method, a small unmanned aerial vehicle was 
selected. It is characterized by the following basic 

technical parameters, i.e. an object with a wingspan 

of 2.6 [m], a total length of 1.25 [m], take-off mass 

up to 3 [kg] and the maximum thrust of the drive 
unit 10 [N]. In addition, the selected model was 

used to perform simulation tests of the developed 

algorithms [1], [2], [3], [4].  
The aircraft was modeled as a rigid platform 

characterized by six degrees of freedom, and a 

disengaged control surface deflection system in 

which each of its control surfaces has the possibility 
of independent deflection [5], [6].  

In addition, the following assumptions were 

made for the development of the dynamic 
unmanned aircraft (UAV) model [7]:  

 invariance of mass parameters (mass, 

position of the center of gravity, moments 

of inertia) in flight;  

 the cruising speed of the aircraft's 

movement is approximately 16 [m/s] at an 

altitude of up to 30 [m];  

 the control surfaces of the object are 

deflected without delay.  
In turn, the following right-hand Cartesian 

coordinate systems have been adopted for the spatial 

description of the aircraft's motion (Fig. 1):  
 inertial, Earth's coordinate system Onxnynzn- 

of the beginning at the On point located at 

any point on the Earth's surface, where the 

Onzn axis is convergent with the direction of 

the Earth acceleration vector, the Onxnyn 
plane is tangent to the Earth's surface, the 

Onxn axis is directed in the direction of 

North Geography , while the Onyn axis is 
directed to the east;  

 gravity coordinate system Ogxgygzg- 

referring to a moving object, the origin of 

the system Og is located in the center of 

gravity of the aircraft, the system being 
parallel to the inertial system Onxnynzn and 

having equally directed axes;  
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 the coordinate system Obxbybzb- is the 

system associated with the aircraft, the 

beginning of the system Ob coincides with 

the beginning of the gravity system Og, the 
axis Obxb is on the symmetry plane of the 

aircraft, the axis Obxbzb passes along the 

aircraft and is directed towards the front part 

of the hull, Obzb axis directed downwards in 
accordance with the direction of the 

aircraft's chassis, while the Obyb axis 

complements the right-hand system and is 
directed to the right.  

 

Fig. 1 Coordinate systems  

The equations of motion of the aircraft were 

derived based on the coordinate system associated 

with the aircraft Obxbybzb. The aircraft state vector x 
contains linear velocity components v = [U V W], 

where: U- longitudinal speed, V- transverse velocity, 

W- vertical velocity and angular velocity ω = [P Q 

R], where: P- angular velocity of tilt, Q- angular 
velocity of inclination, R- angular velocity of the 

deviation, which is illustrated in the figure above 

[8], [9], [10], [11].  
In turn, the position and orientation of the 

aircraft is described by means of a vector with the 

coordinates y = [xn yn zn φ Θ Ψ]T, where: xn, yn, zn- 
are constituents of the vector rn of the center of 

gravity position (cg) of the aircraft in the Earth's 

coordinate system Onxnynzn, φ- is the angle of tilt, Θ- 

the angle of inclination and Ψ- the angle of 
deviation of the aircraft, as shown in the figure 

above [12], [13], [14], [15].  

Relations between the state vector x = [U V W P 
Q R]T and the vector of the position y describe the 

following expressions [16], [17]:  

�̇� = 𝑇𝑥 
(1) 

where: matrix T takes the form:  

𝑇 = [
𝑇𝑉 0
0 𝑇𝛺

] 
(2) 

including:  

𝑇𝛺 = [
1 𝑠𝑖𝑛 𝛷 ∙ 𝑡𝑎𝑛 𝛩 𝑐𝑜𝑠𝛷 ∙ 𝑡𝑎𝑛𝛩
0 𝑐𝑜𝑠𝛷 −𝑠𝑖𝑛 𝛷
0 𝑠𝑖𝑛 𝛷 ∙ 𝑠𝑒𝑐 𝛩 𝑐𝑜𝑠𝛷 ∙ 𝑠𝑒𝑐 𝛩

] 
(4) 

The general form of traffic equations describes 
the expression:  

𝐴�̇� + 𝐵𝑥 = 𝑓𝐴 + 𝑓𝐺 + 𝑓𝑇 
(5) 

where: fA- is the vector of the aerodynamic load, fG- 
is the vector of the gravitational load, fT- is the 

vector of the thrust.  

B = Ω 
(6) 

where matrices A and Ω have the forms:  

𝐴 =

[
 
 
 
 
 
𝑚 0
0 𝑚

0 0
0 0

 0    0     
 0    0     

0 0
0 0

𝑚 0 
 0 𝐼𝑥

0   0   
0   −𝐼𝑥𝑧

0 0
0 0

      0 0      
      0 −𝐼𝑥𝑧

𝐼𝑦   0    

 0   𝐼𝑧 ]
 
 
 
 
 

, 

𝛺 =

[
 
 
 
 
 

 

  0 −𝑅
   𝑅    0

𝑄 0 
−𝑃 0 

0    0
0    0

   −𝑄 𝑃
      0 −𝑊 

0    0
𝑉    0

0   0
−𝑅 𝑄

 𝑊   0
−𝑉   𝑈

−𝑈 𝑅
0 −𝑄 

0 −𝑃
𝑃   0 ]

 
 
 
 
 

 

(7) 

where: m- is the mass of the aircraft, Ix, Iy, Iż- 

determine the moments of inertia, while Ixz- is the 

deviant moment of inertia.  
The aerodynamic load vector takes the form 

[18]:  

fA(x, y, δ) = [fa(x, y, δ]   ma(x, y, δ)]T 
(8) 

The control vector contains the following elements:  

δ = [δAR   δAL   δER   δEL   δFR   δFL   δR]T 
(9) 

where: δAR- right aileron deflection angle, δAL- left 

wing deflection angle, δER- right rudder deflection 
angle, δEL- left rudder deflection angle, δFR- 

deflection angle of the right flap, δFL- deflection 

angle of the left flap, δR- deflection angle of the 
rudder.  

Vectors of aerodynamic force and moment can 

be expressed as sums:  

fa = FAS + FAΩ + FAW + FAδ 
(10) 

ma = MAS + MAΩ + MAW + MAV + MAδ 
(11) 

where: FAS and MAS- are static aerodynamic and 

aerodynamic vector vectors that are derived from 
angle of attack, slip angle and Mach number, FAΩ 

and MAΩ- are aerodynamic force and momentum 

vectors derived from linear velocity, MAV- is a 

vector of aerodynamic moment derivative transverse 

𝑇𝑉 = [
𝑐𝑜𝑠𝛩 ∙ 𝑐𝑜𝑠𝛹 𝑠𝑖𝑛𝛩 ∙ 𝑠𝑖𝑛𝛷 ∙ 𝑐𝑜𝑠 𝛹 − 𝑐𝑜𝑠𝛷 ∙ 𝑠𝑖𝑛𝛹 𝑐𝑜𝑠𝛷 ∙ 𝑠𝑖𝑛𝛩 ∙ 𝑐𝑜𝑠 𝛹 + 𝑠𝑖𝑛𝛷 ∙ 𝑠𝑖𝑛𝛹
𝑐𝑜𝑠 𝛩 ∙ 𝑠𝑖𝑛𝛹 𝑠𝑖𝑛𝛩 ∙ 𝑠𝑖𝑛𝛷 ∙ 𝑠𝑖𝑛𝛹 + 𝑐𝑜𝑠𝛷 ∙ 𝑐𝑜𝑠𝛹 𝑐𝑜𝑠𝛷 ∙ 𝑠𝑖𝑛𝛩 ∙ 𝑠𝑖𝑛𝛹 − 𝑠𝑖𝑛𝛷 ∙ 𝑐𝑜𝑠𝛹

−𝑠𝑖𝑛𝛩 𝑠𝑖𝑛𝛷 ∙ 𝑐𝑜𝑠𝛩 𝑐𝑜𝑠𝛷 ∙ 𝑐𝑜𝑠𝛩
] (3) 
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velocity, FAW and MAW- are aerodynamic force and 

moment vectors which are derivatives of vertical 

acceleration and FAδ and MAδ, which are derivatives 

of angles of control surface tilts [19], [20].  
 

 

2 Methods and Algorithms for 

Reconfiguration  
The presented reconfiguration method was 

developed for a small unmanned aerial vehicle with 

a classic control system, consisting of one pair of 

ailerons, one pair of elevator, a pair of flaps and a 

single rudder.  
In the adopted method of reconfiguration it is 

assumed that each control surface of the UAV 

object can be tilted independently, which means that 
the control system uses seven independent control 

surface mechanisms (Fig. 2).  

 

Fig. 2 Configuration of the UAV object control system  

The developed reconfiguration method uses 

information received from control surfaces after 

detection of a control system failure and a model of 

aerodynamic loads produced by individual control 
surfaces. The method assumes that the fault is 

detected and identified and that all necessary 

variables of the flight conditions are measured [21], 
[22], [23], [24].  

The general structure of the reconfiguration 

system is illustrated in the figure below (Fig. 3).  

 

Fig. 3 General block diagram of the control system  

The three-component vector δ = [δL0  δH0  δR0]
T is 

provided as an input signal containing the values of 

the angle of aileron, rudder and rudder heights 

determined by the operator or by the automatic 
flight control system. The same control vector is 

given at the entrance in a failure-free condition.  

In addition, the system receives information on 
which control surface is blocked and what is its 

current swing angle υ [25], [26], [27].  
The reconfiguration algorithm calculates the 

angles of deflection of efficient rudder surfaces δf 

and creates a model of derivative that can be 

controlled. However, the quantities of deflections of 

efficient control devices are determined in such a 
way that the aerodynamic and aerodynamic torque 

vectors generated by the damaged and operating 

control cylinders are immutable, i.e. they have the 
same orientation, value and physical sense. The 

problem defined in this way can be solved in many 

ways [28], [29].  
The article presents four different variants of the 

algorithm that implements this reconfiguration 

method. These variants differ in terms of the applied 

aerodynamic load models from control and in the 
formulation of comparable control load vectors and 

the applied optimization [30].  

In the first variant of the reconfiguration 
algorithm (variant 1) a linear model of aerodynamic 

load was used. This model omits the component x of 

the aerodynamic force assuming that its effects will 

be compensated by the changed thrust train 
sequence.  

The linear equation (5) describing the dynamics 

of the aircraft in a failure-free condition (hereinafter 
referred to as the reference model), with a limitation 

of five degrees of freedom (according to the 

abovementioned reference model assuming that the 
force acting along the x-axis is omitted) is [31]:  

   𝑥𝑚̇ = 𝐴𝑚𝑥𝑚 + 𝐵𝑚𝛿 
(12) 

where: 𝛿- is the input control vector, generated by 

the operator or by the automatic control system.  
According to the adopted assumptions, the 

reference model's state vector has the following form 

[32]:  

xm = [V   W   P   Q   R]T 
(13) 

The model of the aircraft after the failure can be 

presented as follows:  

  𝑥𝑓̇ = 𝐴𝑓𝑥𝑓 + 𝐵𝑓𝛿𝑓 + 𝜐 
(14) 

where: υ- is the vector of the disturbance state 
caused by the failure, xf- is the state vector having 

the same components as the xm vector, and δf - is the 
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vector covering the four angles of deflection of 

control surfaces, according to the formula (9).  

The purpose of this reconfiguration algorithm is 

to provide the same response of a damaged aircraft 
to an input control signal, as in the case of a fully 

functional aircraft, namely [33]:  

𝑒 = �̇� 𝑚 − �̇� 𝑓 = 0 
(15) 

which implies the following reactions:  

𝐴𝑓𝑥𝑓 + 𝐵𝑓𝛿𝑓 + 𝜐 = 𝐴𝑚𝑥𝑚 + 𝐵𝑚𝛿 
(16) 

Assuming that the defects in the control systems 

have little effect on the dynamic characteristics of 

the aircraft, it can be assumed that:  

𝐴𝑓𝑥𝑓 ≈ 𝐴𝑚𝑥𝑚 
(17) 

therefore the condition described by equation (16) 
can be reduced to the following form:  

𝐵𝑓𝛿𝑓 + 𝜐 = 𝐵𝑚𝛿 
(18) 

Hence we get the formula for the vector control 

of the damaged aircraft:  

𝛿𝑓 = 𝐵𝑓
−1(𝐵𝑚𝛿 − 𝜐) 

(19) 

The above formula is an algebraic equation that 

does not take into account the physical limitations of 

the control system and which does not guarantee the 

determination of the optimal control vector δf.  
The result obtained in this way is not always 

unambiguous, because the system of equations may 

not have solutions (i.e. they may be undefined) or 
the number of unknown variables may differ from 

the number of equations [34], [35].  

In order to obtain a clear and optimal solution, 
the algorithm was modified using the optimization 

method to determine the control vector of the 

inefficient aircraft, while the optimization criterion 

was to minimize the angles of deflection of the 
control surfaces.  

The problem formulated in this way allows to 

gain control over the damaged aircraft to an extent 
comparable to a fully functional aircraft and limits 

the possibility of deflecting control surfaces over 

acceptable angles, with the modified algorithm 

described as option 2.  
As in the case of the previous algorithm, the 

control vector δf is searched for which the equation 

(18) is true. In this variant of the reconfiguration 
algorithm, this relationship is the equation of 

limitations of the optimization algorithm in the 

function, which is the sum of squares of the angles 
of deflection of working surfaces.  

𝑓𝛿𝑓
= 𝛿𝑓,1

 2 + 𝛿𝑓,2
2 + ⋯+ 𝛿𝑓,𝑖

2 + ⋯ 
(20) 

The problem is to find such angles of deflection 

of control working surfaces for which the general 

function (20) is minimized and at the same time the 

equation of constraints (18) is satisfied:  

𝑚𝑖𝑛
𝛿𝑓

𝑓𝛿𝑓
 𝑑𝑙𝑎  {𝐵𝑓𝛿𝑓 + 𝜐 − 𝐵𝑚𝛿 = 0} 

(21) 

The equation of constraints used in the second 

algorithm is a time-constant linear equation that 

does not refer to the control variables of the state 
vector derivative. Therefore, the response of the 

reference model will differ from the response of the 

actual aircraft.  

Therefore, another algorithm was developed 
(variant 3), in which the equation of limits was 

formulated based on a non-linear model of 

aerodynamic loads induced by an input control 
signal (equations 10 and 11).  

As in the previous algorithm (variant 2), the 

control surface deflections are set below the limits, 
and the function described by equation (20) is 

minimized.  

Therefore, the problem of determining the 

minimum deflections of the steering gear can be 
expressed in the following way [36]:  

𝑚𝑖𝑛
𝛿𝑓

𝑓𝛿𝑓
 𝑑𝑙𝑎  {𝑓𝐴𝛿(𝑥, 𝑦, 𝛿𝑓 , 𝜐) − 𝑓𝐴𝛿(𝑥, 𝑦, 𝛿)

= 0} (22) 

where: 

𝑓𝐴𝛿(𝑥, 𝑦, 𝛿)

= [𝐹𝐴𝛿
𝑦,𝑧(𝑥, 𝑦, 𝛿)      𝑀𝐴𝛿

 (𝑥, 𝑦, 𝛿]
𝑇

 (23) 

 

𝑓𝐴𝛿(𝑥, 𝑦, {𝛿𝑓 , 𝜐})

= [𝐹𝐴𝛿
𝑦,𝑧(𝑥, 𝑦, {𝛿𝑓 , 𝜐})      𝑀𝐴𝛿

 (𝑥, 𝑦, {𝛿𝑓 , 𝜐}]
𝑇

 (24) 

where: 𝐹𝐴𝛿
𝑦,𝑧

- is a two-component vector of 

aerodynamic force produced by the input control 

signal that contains only the components in the y 
and z axes.  

The use of nonlinear equations in variant 3 

significantly affected the efficiency of the 
algorithm. The time of a single process was 

extended so much that it was impossible to use it in 

real-time applications [37], [38], [39], [40].  

In order to shorten the computation time, the 
scope of the algorithm has been limited by omitting 

the "z" component of the aerodynamic force from 

the input control signal from the equation of 
constraints.  
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It was assumed that changes in the "z" axis can 

be easily compensated by changes in the angle of 

attack of the aircraft.  

In this way, another reconfiguration algorithm 
was created (variant 4), which can be expressed as 

follows:  

𝑚𝑖𝑛
𝛿𝑓

𝑓𝛿𝑓
 𝑑𝑙𝑎  {𝑓𝐴𝛿(𝑥, 𝑦, 𝛿𝑓 , 𝜐) − 𝑓𝐴𝛿(𝑥, 𝑦, 𝛿)

= 0} (25) 

where:  

𝑓𝐴𝛿(𝑥, 𝑦, 𝛿) = [𝐹𝐴𝛿
𝑦 (𝑥, 𝑦, 𝛿)      𝑀𝐴𝛿

 (𝑥, 𝑦, 𝛿]
𝑇

 (26) 

fAδ(x, y, {δf, υ})

= [FAδ
y (x, y, {δf, υ})      MAδ

 (x, y, {δf, υ}]
T

 (27) 

where: 𝐹𝐴𝛿
𝑦

- is a side component of the aerodynamic 

force vector from the input control signal.  

 

 

3 Simulation tests of algorithms 

reconfiguration of unmanned aircraft 

control system  
The variants of the reconfiguration algorithm 

described above were tested using flight simulation 

of a maintenance-free aircraft model. The tests were 

aimed at checking the quality of the reconfiguration 
for each of the methods described.  

In order to assess the quality of the 

reconfiguration, a criterion was adopted, including 
the comparison of the behavior of a fully functional 

and inoperative aircraft after reconfiguration, 

performing the flight in the same conditions and 

with the same configuration of faults and control 
signals.  

It was assumed that the reconfiguration is fully 

positive if the change of the position of the damaged 
aircraft following reconfiguration is close to zero or 

if it is the same as in the fully functional plane.  

The greater the difference between the location 

of the failure-free and damaged planes, the lower 
the efficiency of the given reconfiguration 

algorithm.  

It should be noted that during the conducted 
tests, no differences in the variability of other state 

parameters were analyzed, as it was assumed that 

the change in the spatial orientation of the aircraft 
reflects well enough the ability to control the 

aircraft.  

Aircraft are usually controlled by changing their 

characteristics, and changes in their flight path result 
from a change in the spatial position.  

Flight speed control is an exception to this rule, it 

depends mainly on the thrust force generated by the 

propulsion unit.  
Accordingly, for this state variable, it has been 

assumed that the aircraft propulsion unit is 

operational and that it produces enough thrust to 

achieve a predetermined flight speed, it being noted 
that a reconfiguration algorithm is not required to 

provide the same controllability to a damaged ship 

as in a fully operational aircraft.  
In the case of complex failures (including several 

failures at the same time), such a specificity of the 

reconfiguration system may prevent its functioning.  

The advantage of reconfiguring the control 
system is the ability to improve the controllability of 

the aircraft to the extent that the control system 

design allows it, the nature of the failure and the 
effectiveness of the reconfiguration method.  

During the tests, various fault and control signal 

configurations were simulated.  
Next, a comparison was made between the 

change of position (orientation) of fully functional 

and damaged aircraft in relation to each developed 

variant of the reconfiguration algorithm.  

The following damage configurations were 

assumed for the needs of the tests: 

A. Lock the right aileron in the 5 degrees 
inclined position.  

B. Locking the left rudder in the 5 degrees 

inclined position. 

C. Steering rudder blocked in 3 degrees 
inclined position.  

D. Simultaneous blocking of the right aileron 

(inclined by 5 degrees) and left rudder 
(deviation of 5 degrees).  

E. Simultaneous blocking of the right aileron 

(deviation by 5 degrees) and rudder 
(deviation by 3 degrees).  

F. Simultaneous locking of the left rudder 

(deviation by 5 degrees) and rudder 

(deviation by 3 degrees).  

In turn, the configurations of the input control 

signals (δ) simulated during the tests were as 

follows:  

1. A double rectangular pulse signal (Figure 4) 

for tilt (ailerons). 

2. Multiple rectangular pulse signal ("3-2-1-
1") (Fig. 4) for inclination (elevator).  

3. A double rectangular pulse signal (Fig. 4) 

for the deviation (rudder).  

4. Parallel duplicate signals for tilt (aileron) 
and "3-2-1-1" for tilt (elevator).  
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5. Parallel double signals for tilt (aileron) and 

doubled signal for deflection (rudder). 

6. Parallel duplicate signals for deviation and 

"3-2-1-1" for inclination.  
7. Parallel duplicate signals for tilt and yaw 

and "3-2-1-1-1" for tilt. 

 

Fig. 4 Waveform of input control signals δ expressed as a 

percentage of their maximum values  

The shapes of the input signals of the control 

signals correspond to the signals of standard signals 
used in the research of dynamic properties and in 

the identification of the aircraft's flight dynamics. 

These signals are easy to implement and trigger a 
predictable response by the aircraft to a control 

signal [41], [42], [43], [44].  

During the tests, simulations of all damage 

combinations (A to F) and all control signals (1 to 7) 
were performed. Then the courses of changes of the 

position of the inoperative aircraft without 

reconfiguration and after reconfiguration (for all 
variants of the reconfiguration algorithm) were 

compared with the charts of the position of the 

functional aircraft for the same input control signals.  

For comparison, an integrated square quality 
indicator is used in the following form [45]:  

𝐼𝑅 = ∫(𝑥𝑏𝑎𝑤𝑎𝑟𝑖𝑖 − 𝑥𝑧𝑎𝑤𝑎𝑟𝑖𝑎)2𝑑𝑡

𝑡𝑘

0

 
(28) 

where: x- is the compared signal, and 𝑡𝑘- the time of 

the end of the simulation.  
The smaller the difference between the response 

of a failure-free object and a defective one, the 

lower the value of the quality indicator. The 

obtained results of the comparison between the 
efficient aircraft and the disabled were subjected to 

statistical analysis in order to determine the average 

value and distribution of the quality index for all 

combinations of failures and control signals (a total 

of 42 cases).  
In order to facilitate the analysis of such 

significant amounts of data, the results have been 
grouped into three categories:  

I. Single fault (A-C) and single control signal 

(1-3).  
II. Double failure (A-F) and single control signal 

(1-3).  

III. Single fault (A-C) and two or three control 
signals (4-7).  

The arithmetic mean and standard deviation 

values of the quality index for the first category of 

results are shown in Table 1, where the mean and 
standard deviation values for the unpaired aircraft 

without reconfiguration are much higher than after 

reconfiguration, and the differences between mean 
values for all variants of the reconfiguration 

algorithm are not high.  

The best reconfiguration quality was obtained for 
the third variant and fourth, however, it can not be 

unambiguously determined which of the two options 

is the best.  

Table 1. Quality indicator statistics for the first category 

of results  

 
In the fourth variant, the lowest mean value was 

obtained, while in the third variant the average is 

slightly higher, but the distribution is narrower.  

In turn, detailed analyzes of statistical data 
showed that all algorithm variants were the most 

struggling with the reconfiguration of aileron faults. 

For this type of failure, the highest values of the 
quality indicator were obtained.  

This is due to the fact that the failure of the 

aileron generates a significant deflection moment 
which can be compensated only by the rudder. The 

deflection of the rudder, however, creates an 

additional heeling moment and lateral force, which 

is difficult to compensate, because the additional 
control surfaces can produce lateral forces 

significantly lower than the force generated by the 

rudder. The next drawings (Figures 19-21) show 
exemplary graphs of changes in the angle of the 

aircraft's failure-free and defective position, with or 

without reconfiguration, in case of failure of the 

elevator (B failure) and signal for inclination of "3-
2-1-1" (signal 2).  
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It can be clearly seen that a damaged plane 

without reconfiguration is not able to achieve a 

specific change in tilt. In addition, the tilting and 

deviation of the aircraft is constantly increasing.  
Analyzes of all simulations showed that 

positioning errors without reconfiguration can reach 

up to 70 degrees. In the second result category, 
option 4 of the reconfiguration algorithm (Table 2) 

is the most effective. Other algorithms dealt with the 

problem a bit better than a non-reconfigurable 
system. It is clear that options 2 and 3 were worse 

than in the case of no reconfiguration.  

Table 2. Quality indicator statistics for the second 

category of results  

 
A parallel failure of the elevator and rudder (F 

failure) turned out to be the most difficult to 

reconfigure for all variants of the algorithm.  
In most cases of this configuration, the aircraft 

lost controllability, which in combination with 

locked, tilted control surfaces caused uncontrolled 
rotation in the tilt and yaw channels.  

The high values of the quality indicator for this 

combination of damage depend mainly on the time 

after which the aircraft lost control.  
As detailed analysis has shown, the use of some 

variants of the algorithm has destabilized the flight 

path of the aircraft earlier than in the absence of 
reconfiguration.  

In the case of other failure configurations, all 

variants of the reconfiguration algorithm allowed to 
obtain a better quality indicator than in the case of a 

lack of reconfiguration.  

 

Fig. 5 Changes in the angle of inclination for the first 

category of results  

 

Fig. 6 Changes in the tilt angle for the first category of 

results  

 

Fig. 7 Changes in the angle of inclination for the second 
category of results  

 

 

4 Conclusions  
The performed simulations of various fault and 

control signal configurations have shown that the 
proposed reconfiguration method allows 

compensation of the causes of the control system 

failure. The control signals produced by the 
reconfiguration system were within the permissible 

range of deflections for individual control surfaces.  

In the case of individual failures, the most 

difficult to reconfigure was the aileron failure due to 
the generated deflection moment and the inability to 

generate, by the remaining surfaces, sufficient 

forces to compensate for this moment. However, it 
should be noted that despite the fact that in the event 

of such failure, the quality indicators are the least 

favorable, after the reconfiguration the aircraft is 
under full control. The situation is much worse in 

the case of reconfiguration with double damage.  
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In most cases, the quality indicators are much 

higher and the behavior of the aircraft after 

reconfiguration differs noticeably from the behavior 

of a failure-free aircraft.  
In turn, in the event of simultaneous failure of 

the elevator and rudder, the aircraft loses the ability 

to control and control both in the case of 
unconfiguration, as well as in the case of the 

majority of variants of reconfiguration algorithms.  
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